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0.0 Project Overview 
The Center for Tokamak Transient Simulations is primarily focused on the further development and 

ŀǇǇƭƛŎŀǘƛƻƴ ƻŦ ǘǿƻ ƻŦ ǘƘŜ ǿƻǊƭŘΩǎ Ƴƻǎǘ ŎŀǇŀōƭŜ ŜȄǘŜƴŘŜŘ aI5 ŎƻŘŜǎΣ bLawh5 ŀƴŘ aо5-C1.   These are 

time-dependent 3D MHD codes that can accurately describe the time evolution of transient event in 

tokamaks.   Some of these transient events such as the seeding of a neoclassical tearing mode (NTM), 

and its subsequent locking and growing, can lead to a plasma disruption, a potentially catastrophic event 

for a burning plasma.  For this reason, the emphasis of our Center is on better understanding the causes 

of disruptions, how to avoid them, and how to mitigate them.   As part of the mitigation studies, we also 

seek to predict the consequences of a worst case non-mitigated disruption. 

Section 1 describes our efforts in NTMs with the long term goal of better understanding how and when 

they are formed, under what conditions they will lock and grow, and how this leads to a disruption and 

how best to prevent it.  Since NIMROD and M3D-C1 are fluid codes, and some intrinsic kinetic effects are 

necessary to fully describe the evolution of a NTM, we have a parallel effort, primarily by Utah State U., 

to include neoclassical kinetic effects into the fluid codes. 

One of the most damaging types of disruption is the vertical displacement event (VDE), discussed in 

Section 2, where vertical position control is lost and the plasma column firsts moves vertically and then 

disrupts.  We are the first team to attempt to predict the consequences of these VDEs  in ITER by using a 

fully 3D plasma model and a realistic model for the ITER vessel.  We are proceeding through steps of first 

2D and then 3D modeling and code verification and validation to gain confidence in our results.  Again, 

the goal is to better understand the consequences of VDEs in order to effectively mitigate them. 

Section 3 describes our efforts in modeling disruption mitigation by impurity pellet injection.   We are 

approaching this using two methods: stand-alone modeling with NIMROD and/or M3D-C1, and code-

coupling modeling where we couple one of these global codes to a code, either Frontier or LPC, that 

calculates in detail the local ablation physics of the pellet.   These are being applied to both solid pellets, 

and to shattered pellets where you have hundreds of pellet fragments entering the plasma. 

Lǘ ƛǎ ǿŜƭƭ ƪƴƻǿƴ ǘƘŀǘ ƘƛƎƘ ŜƴŜǊƎȅ άǊǳƴŀǿŀȅέ ŜƭŜŎǘǊƻƴǎ ŀǊŜ ƎŜƴŜǊŀǘŜŘ ŘǳǊƛƴƎ ŀ ŘƛǎǊǳǇǘƛƻƴΦ   hǳǊ ŜŦŦƻǊǘǎ ǘƻ 

describe these and to couple them to the bulk MHD physics are described in Section 4.  We now have 

relatively crude models of runaway electrons implemented in NIMROD and M3D-C1 but have plans to 

improve the fidelity of these models by coupling with intrinsic kinetic models. 

Our efforts in experimental validation are described in Section 5.  This is of utmost importance to test 

the validity and limitations of our models. None of the projections of our models to ITER will be taken 

seriously unless we can show that they can describe similar phenomŜƴŀ ƛƴ ǘƻŘŀȅΩǎ ŜȄǇŜǊƛƳŜƴǘǎΦ   

In section 6 we describe our efforts in improving the performance of our codes on some of the largest, 

most powerful computer in the world.  This improvement comes through using improved algorithms, 

improved data structures, and in finding ways to increase the parallelism of the algorithms that we use. 

Many of the improvements made by the Computer Science side of our Center will also benefit other 

applications outside of fusion that have sparse matrix problems similar in form to ours.  
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1.0 Neoclassical Tearing Modes 
A survey of disruptions in JET [de Vries, et al., Nucl. Fusion 51 053018] found that the main root cause of 

JET disruptions was due to neoclassical tearing modes that locked.  Our goal is develop improved 

predictive capability that allow us to predict when a NTM will form and lock, and how to prevent it from 

causing a disruption. 

1.1 NTM Studies with NIMROD 

TechX 

¢ȅǇƛŎŀƭƭȅ b¢aǎ ŀǊŜ άōƻǊƴέ ǊƻǘŀǘƛƴƎ ƛƴ ǘƘŜ ǇƭŀǎƳŀ ŦƭǳƛŘ ŦǊŀƳŜ ƻŦ ǊŜŦŜǊŜƴŎŜΦ 

Disruptions occur after the NTM brŀƪǎ ŀƴŘ άƭƻŎƪǎέ όƳŀƎƴŜǘƛŎ ŦƛŜƭŘ 

penetration through the conductor) to the wall. As such, it is of interest to 

establish both the physics basis of this process on present devices, such as 

5LLLπ5Σ ŀƴŘ ǘƘŜ ǎŎŀƭƛƴƎ ƻŦ ǘƘŜ ǘƻǊǉǳŜǎ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ǘƘƛǎ ƭƻŎƪƛƴƎ ǘƻ 

planned larger devices such as ITER. We are working with the group at 

¦ǘŀƘ {ǘŀǘŜ ¦ƴƛǾŜǊǎƛǘȅ ǘƻ ǳǎŜ ǘƘŜ ŘǊƛŦǘπƪƛƴŜǘƛŎ ŎƭƻǎǳǊŜǎ ǘƻ ǎƛƳǳƭŀǘŜ ǘƘŜ 

neoclassical aspect of NTMs. We anticipate that these 5D computations 

will be computationally expensive and as such we have implemented the 

heuristic fluid closures [Gianakon et al., Phys. Plasmas 2002] into NIMROD 

to allow for parameter space exploration.  

²ŜΩǾŜ ƛŘŜƴǘƛŦƛŜŘ 5LLL-D shot 174446 as a good discharge from 

modeling. Around 3390ms into this discharge a edge localized 

mode triggers an NTM which quickly grows to large amplitude, 

locks to the wall, and triggers a disruption. This discharge was part 

of a run campaign to study NTM seeding. It has good diagnostic measurements that are focused around 

the location of the NTM. The discharge does not have any feedback control on the NTM. These 

characteristics make the case a good case for validation. Work is underway to explore the dynamics of 

the NTM seeding on DIIID shot 174446 in collaboration with Jim Callen, Rob LaHaye and Bob Wilcox. 

Neoclassical tearing modes are metastable states, they are linearly stable and a small mode will decay, 

but a sufficiently large island is nonlinearly unstable and will grow. The generation of the seed island was 

an unexpected computational challŜƴƎŜΦ ¢ƻ ǎƻƭǾŜ ǘƘƛǎ ǇǊƻōƭŜƳΣ ǿŜΩǾŜ ŘŜǾŜƭƻǇŜŘ ŀ ƳŜǘƘƻŘ ǘƻ ƎŜƴŜǊŀǘŜ 

the seed island by applying a magnetic perturbation pulse at the computational boundary. This pulse 

ƎŜƴŜǊŀǘŜǎ ŀƴ ƛǎƭŀƴŘ Ǿƛŀ ŦƻǊŎŜŘ ƳŀƎƴŜǘƛŎ ǊŜŎƻƴƴŜŎǘƛƻƴ ŀƴŘ ǿŜΩǾŜ ŘŜƳƻƴǎǘǊŀǘŜŘ ǘƘŀǘ ǿŜ Ŏŀƴ ƎŜnerate 

large 2/1 islands using this technique (see Figure 1). 

In order to build the capability to run simulations with boundary perturbations we are collaborating with 

Dmitiri Orlov, Rick Moyer and Todd Evans on simulating the width of the magnetic footpriƴǘ ŘǳǊƛƴƎ 5LLLπ

D discharges with resonant magnetic field perturbations (RMP). In particular it is hypothesized that 

nonlinear modeling is required to resolve discrepancies between linear modeling and experimental 

observations in terms of the magnetic footprint width. They have provided us with a reconstruction 

ŦǊƻƳ 5LLLπ5 ǎƘƻǘ мсспоф ŀƴŘ ǿƛǘƘ ŀ ŎŀƭŎǳƭŀǘŜŘ ŦƛŜƭŘ ǇŜǊǘǳǊōŀǘƛƻƴ ƻƴ ǘƘŜ bLawh5 ŎƻƳǇǳǘŀǘƛƻƴŀƭ ŘƻƳŀƛƴ 

Figure 1 Example 2/1 island generated 
by applying a magnetic perturbation 
pulse at the computational boundary. 










































































